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Executive Summary

Life sciences in general and genomics in particular have advanced at a rapid pace \aidvene of

Next Generation Sequencing (NGS). There is an explosion of research data generated by new

instruments, new research platforms, complex genomic applications, and experiments. Life sciences

research requires higkend compute, memory, and large amiswof storage for analysis, future reference

and collaboration across researchers. Data access by a growing number of users who have widely

varying computing needs poses a daunting IT challenge. The shortening of discovery pipelines, greater
emphasis onnpductivity and collaboration, and the need to do more science with fewer scientists are

some of the todayédés realities. Budgetary pressures
costs make it imperative to have smarter, eneagyl costefficient scalable IT solutions that can deal

with not just more data but very large data.

Life sciences research such as NGS demands aggressive performance from the underlying IT resources
for higher scale, costfficiency and speed of execution. At thee time, organizations need to balance
research demands and the ensuing power usage needs with energy and space constraints of their IT
facility.

| B MNegt Generation Sequeng Solution (NGS Solutioepmbines scalablend energy efficient

compute and the memanmyuscleof System x servers (eXBataPlex, BladeCenter) and high density

storage (DSC3700) with scalable GP&&hitecturefor efficient management t#rge amounts of data

using a single point of control. Compgr ed t o traditional server environme
provide five times the computing power by doubling the number of servers per rack and at the same time
reducing energy consumption by 40%. With its intelligent server cooling technologgelBéts require

less airconditioning energy and space, given their compute power and density. Through smart
customizationtheIBM NGS Solution uses a mix of compute, network, and high density energy and space
efficient scalable storage nodes that enablesoruers to meet application requirements across verticals
and industries. In addition to Web 2.0 and SaaS workloads, IBM intelligent servers and storagessolutio
are successfully deployedfinancial risk analysis in banking, life sciences, and severalofd ay 6 s
internetscale high performance computing data centers.

This paperdescribesIBM6 BIPC Storage solutions deployed at some leading life sciences research

enterprises and overviews some ISV solutions that harness IBM technology for NGS. Wéaligcuss

IBM collaborators such as Accebyand otherss s e | BMés HPC st orthegstingsnb|l uti on t
needs of life sciences research and analysis invokdate, performance, efficienayosteffectiveness

and robustness.

Targe audience: Executives, business and technology leaders, life science researchers, and decision
makers who are considering staiéthe-art storage solutions that can complement their computing
environments to enable smarter Life Science research.

Overview

Nearly a decade after completion of the first Human Genome Sequencing project, genome informatics still lags behind the
biology*. Each new scientific discovery results in a significant jump in the amount of research data and processes that refe
to new fndings. IBM addresses life science research IT needs through Next Generation Sequencing (NGS) Solutions
featuringl B M8ystem x eX5 anthtel multi-core poweredDataPlexSystens, highdensity DSC3700 HPC Storage,
GPEShasedSONASandHierarchical Storage Management (HSM) along Wikl System Storage TS350tpe

Libraries that supports NGS reseaestvironment£omprising sophisticatetNGS algorithms and complex software
platforms from leading life science vendors such as gsand others.

lCLC Bio i_Genomic Informatics frameworkhttp://www.businesswire.com/news/home/20110609005065/en/CLC-bio-reveals-Genomics-

Gateway---genome


http://www-03.ibm.com/systems/x/hardware/idataplex/index.html
http://www-03.ibm.com/systems/software/gpfs/
http://en.wikipedia.org/wiki/IBM_Scale-out_File_Services
http://www-03.ibm.com/systems/storage/tape/ts3500/index.html
mailto:chari@cabotpartners.com

High Performance Computing Challenges in Life Sciences

Compute, storage and network are the three pillars of the NGS IT infrastructure. Previously, CPU was at the center of the
compute universe for compute intensive activitiehsag NGS, business intelligence, analytics, and similar activities.
Today data explosion is at the center of the research universe, demanding more storage and better maeadeimeh) (

Today’s Compute-Focused Model Future Data-Focused Model

=Data becomes Center of Attention

=We are never certain exactly where it is
=Although we can ask

=Abstraction allows for specialization

=Abstraction allows for Storage Evolution

=Data lives on disk and tape
*Move data to CPU as needed
=Deep Storage Hierarchy

Figure 1: Data Centric Approach (Source: Matthew Drazhal - IBM)

The overall storage marketday is growing at more than 50§éaron-year in terms of total capacity delivefedn life

sciences, companies such as Genomic Health today store about 50 GB (gigabytes) of combinecgén@ngcriptome

data per patient. This amounts to 12.5 TB (terabytes) per day or 1 PB (petabyte) per quarter. It would take 15 EB (exabyte:
to sequence every person in the US, and 3.5 ZB (zettabytes) for the world population. But the aggregate storage
manufactured in 2010 was only 600 £B

It is not just the size of storage but also data management which is a key pain point for NGS. Figure 2 shows some of the
key IT infrastructure challenges in NGS.

Job Turnaround
Fast, secured data access
Optimized Performance
Floor space and Energy Efficiency

Data Storage: Regulatory Compliance

N
Data Explosion —

Storage, Archival, >
Accessibility

Figure 2: NGS - Key I T challenges

Some of the main drivers of liifrastructure in life sciences research are genomics (mammalian genomes, HTPS), faculty
programs for analysis, visualization and collaboration in wet and dry labs, imaging, proteomics, and research involving
human subjects. An estimétey Jackson LaboratorfFig. 3)shows that the projected investment in storage and compute

far exceeds that in network, visualization, collaboration, security, and disaster recovery combined. To deal with storage
effectively, expets recommend tiered storage to address varying needs of life sciences for scalable, manageable and cost
effective information management.

2H ow Storage i s beclimiwangasiaecloedforur.cor/goatentidc-report-storage-shipments-keep-surging
3Chris Aldridge, CIO of Genomic Health at Bio IT World, 2011 http://www.bio-itworld.com/BiolT_Article.aspx?id=106818
4Greqq TeHennepe, Research Liaison , IT, The Jackson Laboratory http://www.giiresearch.com/conference/bio-itworld11/trackl.shtml



http://www.asiacloudforum.com/content/idc-report-storage-shipments-keep-surging
http://www.bio-itworld.com/BioIT_Article.aspx?id=106818
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Figure 3: Storage vs. Compute investment over 5 yrs. (Source
Jackson Laboratory)

This paradigm shift in life sciences research is fuelled by emerging technologies such as High Performance Computing
(HPC) and High Throughput Sequencing, and is enabled by the digitization of data. The result is an exponential growth in
research data leading the demand for extremely high scale storage solutiigare4 shows some current trends in life
sciences research IT resource usage. Given teegiacientific advances and the amount of data, the underlying IT

systems are required to have mplitabyte scale capability, large memory, andrtofch compute performance while

using a general purpose file system that can help research collabaratiease data management woes.

Reign-in IT Resource Expenses
~ HW, SW and administration

——— ey

nology, experiments, platforms, :ppliétio s

lDon’t outgrow data center —
ooling, floor space constraints|

ise in co-location due to
rower-densitv challenges|
Increase in facility issues is widening the gap
tween Life Science researchers and IT Admins |

|CPU density, core counts and server configuration
in terms of storage are primary bones of contention

conshmﬁtloﬁ isahuge issue

Tier 1 storage growth rate: Institutes such as
road/Sanger add ~200TB/week in Tier 1 Storage

tapld increase in downstream storage
onsumption by end-user researchers

Life Science IT infrastructure refresjh cycles cannot keep pace with the rate of
entific discovery, experiments, instrument data and research protocol evolution.

| Shared concurrent data access is by far the
largest storage use case in Life Science vertical.

Figure 4: Trends in IT Infrastructure usage by Life Science Researchers

Asthegenomicrevolutond r i ves NGS at a rate faster than Mooreds | a\
instruments, newer lithe applications and platforms are spurring the rate of research data generation. Today, unstructured
research data consesiover 35% of storage and is doubling every 10 months. Fuelled by the significant fall in associated
sequencing costs and time, the demand for Next Generation Sequencing is growing rapidly, opening new avenues for
breakthrough research and medicine (Ege5).
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Growth in Research vs. Production data in Life Sciences
(Source: Matthew Trunnell, Broad Institute)
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(Source: Dr. Hanno Teeling, Microbial Genomics Group,
Max Planck Institute of Marine Biology, Germany)

Wottorstrand KA. DNA Sequancing Costs: Data from tho HHGRI Largo-Scalo Genomeo Soquencing Program.
Availablo at: wvw,genome. gov/sequencingcosts. Accessed 2011-04-11.

Figure 5: Exploding NGS Data, Plummeting Costs vs. Moore's Law

IBM NGS Solution: Powering Life Science Research

IBM addresses key pain points of NGS and life sciences researcheffsg(sgghrough its Smart Next Generation
Sequencing Solution (NGS Solution) comprising a fully integrated configuration of IBM servers, storage, tape, and
associated software. These solutions have been successfully deployed at several bioinformaticsianddgfeesearch
fadlities such as Sayerand Beijing Genomics biitute.And many leadindNGS I1SVsusetheselBM solutions to deliver

better performance drvalue to their clientdBM servers, such as tliBataPlex featurehie latest versions of the Intel

Xeon Processors and fully harness the power of the new applications in life sciences. In addition to the flexible, scalable
and robust compute and storage hardware, IBM solutions also provide scalable, integrated dataenasafije/are

through Global Parallel File System (GPFS). This allows life sciences researchers to focus on research while their IT
administration is simplifiedinacostf f ect i ve and fl exi bl e manner. | BMé s
management that can seamlessly transfer data across storage tiers depending on the data moving policies in the
organization.

sol

The Next Generation Sequencing Integrated Assembly Solution

Integrate/consolidate Consolidate individual e C lidati i ;
. Simplify IT technology to A , Simplification
research data across the workstations onto a plify e ™
S enable market expansion |

unit’s infrastructure for shared, more capable

a5 5 and market capture

'single view of the data” server cluster

—

Reduce Operational and
IT expenses

Improve the ability for
researchers to rapidly
compute workloads

Control software license
charges across the entire

IT infrastructure.

Solving key Life Science Research IT Pain Points with NGSIAS

Management Suite

Figure 6: IBM's NGS Solution
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Solution Components

The IBM NGS Solution consists of BMé s | nt e | Systegnex matk serverbataPlexand BladeCenter servers,

high density storage such as DCS37804 System Storage TS350pe Library, and GPFS powered SONAS (Scale Out
Network Attached Storage) with policy based tiered storage manag@figent). All components of the solution are

assembled and tested by IBM, shippedly -integratedand ready for deployment at the customer site with an added

advantage of a single point of contact at IBM for worldwide support. IBM servers are designed for power and cooling
efficiencies, rapid scaldalitiy, and usable server densifjheiDataPlex uses 40% less power and cooling, allowing

customers to pack more racks per square foot of an existing data center floor space area using the existing power and
cooling infrastructure. The iDataPlex is designedupport dense server rack configurations with improved energy
efficiency and is ideally suited for todayés internet

Customer Perspective - Top Issues IL 5 IBM System Storage Solutions for HPC
| 4

Managing Storage Growth
Forecasting / Reporting
Managing Costs

Backup Administration
Managing Complexity
Performance Problems

Archiving / Archive Mgmt

Storage Provisioning

0% 10% 20% 30% 40% 50% 60% 70%

Figure 7: Addressing HPC Storage Issues with IBM Storage Solutions

To deal with data explosion cost effectively, the IBM NGS Solution helps life sciences researchers with data management
use cases, for example, separating important data from ttsg-imoportant data, data protection (backegplication, data
integrity), and preservation of data in a user transparent, intelligent and effective manner. Other research needs such as
scheduling, data management, collaboration, sharing data, moving large files, global namespace acrossediffefent ti
storage, andeducingdependence on high performance storage tiers for peak demand are also addressed. Storage tiering is
particularly attractive as customers consider the use of solid state disk (SSD). Customers need to balance the performance
of SSD with its cost. Th dasédbikrarthiGabstofagelmanagemenidfar lifgpsocidnées pyovides a

way to ensure that the most active data is always on SSD, thus enabling customers to buy just 10% of primary storage
capacity as SSD. With ¢huse of the IBM GPFS technology and SSD, it is possitdedan 10 billion files in 43 minutes

This can significantly help life sciers organizations to manage their rapidly growing data stores, address speed of
analysis, and reduce storage costs by moving lesser used or archived data to less expensive tape storage.

The IBM Next Generation Sequencing Value Proposition

Because of deds of deep industry experience and integration capabilities, IBM is uniquely positioned to help researchers
enhance their insights, analysis, and results. The IBM NGS Solution helps to significantly acceletimaadiontion

through compute density, ligr memory capabilities, flexible architecture and cost effective tiered storage management.

At the same time it reduces execution risk and eases management. IBM helps clients to grow revenue, improve efficiency,
and better manage regulatatgiven challeges through innovations and technological advances at a much higher pace than
the average compute infrastructure refresh cycles at a typical organization today. Total cost of ownership studies prove the
value of flexible system design and automated stdragef e cycl e management of | BM&ds s

Start Small, Scale up Easily with High Density Storage DCS3700

Low-latency performance in applications such as life sciencegjmeahnalytics, rich media, seismic processing, weather
forecasting, telecommunications, and financial markets requirega@gbrmance storage architectures. In addition,
organizations involved in these areas often need to improve operational efficiency while maintaining the same data center
footprint, qualityof service, and high availabilitfpCS3700( Fi g . 8 Jenses stdraBeMbfiesing, and provides 30 TB

per U in a rack. Thr ough eaers)dboragelantisoftgarelcande demoyed fordife sciercds, |


http://www-03.ibm.com/systems/x/hardware/cluster/
http://www-03.ibm.com/systems/info/x/idataplex/
http://www-03.ibm.com/systems/storage/tape/ts3500/index.html
http://searchstorage.techtarget.com/news/2240038841/IBM-GPFS-SSD-combo-shows-promise-for-file-management
http://public.dhe.ibm.com/common/ssi/ecm/en/tsd03138usen/TSD03138USEN.PDF

research, especially NGS use cases, and the IT capacity can be easily scaled up when needed. DCS3700 is a 6 Gbps SA
high density storage system delivering scalable capacity at an affordael@@int and is ideally suited for agddsing

high storage demandsNfGS and | i fe science appl tireckhds GBS ghe ne@ ®GE3700 e d
can help organizations optimize the flow and management of largeailed data while retany ease of data access. With

its simple, efficient and flexible approach to storage, the DCS3700 is-aftadive, fully integrated complement to IBM

System x servefiseX5 and iDataPlex, IBM BladeCenteand IBM Power Systems.

DCS3700

Affordable Performance, Scalability & Storage Density

24x7x365 Uptime: uninterrupted access to data with no
single point of failure

IBM Massive Scalability 3 Enclosures (12U)
3§z3700 Power consumption: Green Efficiency today & tomorrow 180 Drives (2TB) =360 TB
Storage 30 TB/U

Intuitive storage management with no loss of control

Figure 8: IBM DCS3700 Highlights

Meeting Data Explosion Challenges Cost-effectively with SONAS

There is adt of network attached storaghAS) in use inife sciencesespecially inNGS. Dealing with islands of storage

is a challenge given the scale and rate of data generation. Compute, high amount of memory to run complex NGS
algorithms such as Velvet, and accessing storage containing genome datasets is critical in such cases. The GPFS
architecture eliminates latencies associated with file metadata access and makes indexing extréntiedy fashe key to

dealing with access, backup and storage of Altil 1 i on fil es i n | i f BONAS(FigeF)iskasede nv i
on IBM GPFS (Fig. 10). The information lifecycle management (ILM) function in GPFS acts like a database query engine
to identify files of interest.



SONAS High Level Design

Balancing Life Science HPC Storage Key needs with IBM Solutions
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Gigabyte Storage
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Growth: Usage
Ease,
Maintenance

Expandable

CIFS HTTPS* ScpP* Interfaces

Logical volume Clustering Services - Overall System Manager
=2
L = Perormanca& Avelanaty S
toring Agents re Systems
N | General Parallel Siaiembisakh Cantar smfm
== ‘ - ,
- | Interface
.4— '
— coTs
SS D % Linux with driy | components
————

HDD VTL
SONAS Software Stack

Intelligent Data Tiering & Hierarchical Storage

Figure 9: IBM's SONAS Architecture and benefits

IBM General Parallel File System (GPFS™)
The Middleware for HPC Data Management

IBM General Parallel File
System (GPFS™) is designed
to enable:
= Asingle global namespace
across platforms

= High-performance
commen storage

&

= Elimination of data copies

Backup [
and

= Improved storage use i
archive ()

= Simplified file management Availability
Data migration,

= Automated, extensive lifecycle replication

management and backup

Application
servers

Fiagure 10: GPFS Salient Features

IBM GPFS runs in parallel and scales out as additional resources are added. Once the files of interest are identified, the
GPFS data management functigses parallel access to move, backas@rchive user data. GPFS tightly integrates the
policy-driven data management functionality into the file system. Thiségformance engine allows GPFS to support
policy-based file operations on billions of fileEhe rate at which GPFS can scanlidi files isimportantto deal with the
explosion of dataspecially in life sciences research. This can tremendously help researchéesv@/lhm manage that data
to identify what to backup, what to replicate for disaster recowag to determine whaltata is appropriate fatorage

tiering. They have to scarlds to figure out what changetihe IBM NGS Solution with GPFS technology makes this
simple.The IBM GPFS is a true distributed, clustered file system. Multiple servers are used to manage titk data a
metadata of a single file system. Individual files are broken into multiple blocks and striped across multiple disks and
multiple serversthuseliminatingbottlenecks. Information Lifecycle Management (ILM) policy scans are alsibdigd
across muiple servers and this enabl&®FS to quickly scan the entire file system, identifying files that nsgtehific
criteria GPFS forms the base of highly scalable, highly availablgpandrminghierarchical storage management features
of the IBM NGS Saltion.
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Figure 11: IBM Storaae Solution for Life Sciences - Feature benefits

Figure 12 IBM Solutions for Life Science Research

Case Studies

Pharmaceutical companies, research organizatiahsmimersities use IBM solutions in many life sciences areas, such as
drug discovery, bioinformatics, and biotech reseal8M System x serverarepowerful and affordable. These systems
offer customers the flexibility of choosing to deploy selected mart®ompletely integrateslystems. Among the IBM

System xserversiDataPlex provides flexible desigsignificant power and cooling efficiencies, and compute density while
eX5 enterprise systenpsovide maximized memory, minimized cost, and simplifiegploymentWe highlightsome

instances wherlBBM iDataplex, GPFSandSONAShave made significant impact in life sciences research, especially
NGS.



