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Executive Summary

Advances in High Performance Computing (HPC) hageilted in dramatic improvements in
application processing performaneerossa wide range of disciplinesanging fromengineering,
manufacturingfinance- risk analysis andevenue managementgedogical, life and earth sciences.
This mainstreamingf technical computingasdrivensolution providersowards innovative
solutions that ardaster,scalable, reliake, and secure. But thes@ssion criticaltechnical computing
solutionsare further challenged with reducing cost anginagingcomplexity.

Further, data explosion has morphed application workloads in traditi@eahnical computing
environment$rom compute intensive tmth compute and data intensive. Aldeerecontinues to be

an unrelenting appetitand need to increasingly solve problems that evolve, grow largarand
complexfurther challenging thecaleof technical computingrocessing environments. Thesaver
domains cover a broagnge of emerging applicatiomscludingfraud detection, antierrorist

analysis, social and biological network analysis, semantic analysis, financial and economic modeling,
drug discovery and epidemiology, weather and climate modeling, oil exploration, and power grid
management

Although mostechnical computingnvironments are quite sophisticatedyerallT organizations are
still challenged tdully takeadvantage o&vailableprocessing capacity tadequatelyaddressnewer
business needBor these organizationeffective resourcenanagerant andiob submissiorthat
meetsstringentservice level agreeme(BLA requirementsacross multiple departmentecause
sharing IT infrastructure is an extremely complex proc€ksy require higher levels of shared
infrastructure utilization and better application processing throughphile keeping costs lower.
I'tés hard t o opthéewderange ot applications esing dustersnandeehdhigh
cluster utilizationgiven diverse workloads, business priorities and application resource.needs

To address complex techni@@mputing requirementt8M Platform Load Sharing Facility (LSH3
| BMb6 s fsdlutiop that isspccessfully deployed across mamgustries and is continuously
evolving toaddresscontemporarychallengingtechnical computingeals As apowerful workload
manager IBM Platform LSFprovides compiieensiveintelligent policy-driven schedulindeatures
thatenabk users to fully utilize atheir IT infrastructure resourcewhile ensuring optimal
application performance

This whitepapedescribes th&eyaspectf the IBM Platform LSFunderlying architecturandhow

it is tuned taaddresses theusiness challenges facedtlghnical computingnvironments to

optimize the use eshared clustersThe target audience includekieftechnicalofficers(CTO),

technical evaluators and purchadecision makersvhoneedounder st and LSFés ar
capabilitiesandrelate them tdusinesdenefitssuch as how LSEan help in containingperational

and infrastructure cost&hile increasingscale, utilizationproductivity and resawee sharingin

technical computingnvironments.

1 Big Data in HPQ Back to the futurdttp://blogs.amd.com/work/2011/04/13/kigtain-hpcbackto-the-future/
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Introduction

Advances in High Performance Computing (HR@Y technical computingave resulted in

dramatic improvements in application processing performance across a wide range of disciplines.
Although most technical computing environments are quite sophisticaestal T organizations

find it challengingo maximize productivityrom available processing capacity and meet newer
business needslequately

HPC clustersdeployediodayacross several verticals typicattgnsistof hundreds or thousands of
compute servers, storage and network interconnect compombrtsErequire substantial
investmentand drive ugapitd, personnel and operating costsr FnaximumReturn on Investment
(ROQI), these technical compag environmentsnust beshared across severaers andlepartments
within anorganizationThe e/er increasing computing demandsaontinuously growing compute
clusterrequires fair sharing and effective utilization of raw clustered congaygability. Sharing is
made possible through intelligent workload managerntetitinvolves job scheduling and
controlling shared resourgeaa away thatboostsclusterresource utilization and quality of service
(QoS)to meetbusiness priorities and SLAs

As business needs evojvechnical compute environments mostnage existing deployed
applications as well aaddressiewer business requirents. Maximizing throughpaand

maintaining optimal application performance are the two key challenges in technical computing
environmentghat arenardto address simultaneoushiligh throughput requires elimination of load
imbalance amongonstituentompute nodes ia cluster.Optimal application performance
necessitateseduction incommunication overhead by appropriately mapping application workload
to the besfit availablecomputeresources ithe cluster. Suchtechnical computingeeds are
addressed byorkloadmanagement solutiorbat typicallyconsistof a resource manager and job
schedulemvhich togetheprevent jobs from competing with each other for limited shared resources.

IBM Platform LSF isa powerful and comprehensitechnical computingvorkload management
platformthatsupportsvarious applications andiverseworkloads acrosseveraindustry verticals
on a computationbl distributed systemit hasproven capabilities such #seability to scale to
thousands of nab,built-in high availability, intelligent job scheduling asdphisticated yet simple
to use resource managemeapabilitieshatprovideshared cluster manageatyiliLSF also
provideseffectivemonitoring andine-grained control oveworkloadschedulingooliciesthatare
well suitedfor multiple lines of business users within@ganization LSF ensures that resource
allocation is alwaysaligned to business priorities by making the most of heterogeneous shared
resources in a shared cluster infrastructureelisimprove cluster utilization and QoS by boosting
job throughput, optimizingpplication performanceerebyreducing cycle times and maximizing
productivity in mission critical HPC environments.

In this whitepaper we cover the key aspects of IBM Platlo®f architecturén the context of

business challenges faced by technical computing organizations. Its objectieenjzowelthe

CTOs, technical evaluators and purchase deci s
architectural capabilitieare well guipped tcaddress o d alp@challenges specific to their

business cas®Ve also highlightsomecurrentLSF features andenefitsand how theyelpin
containingoperational and infrastructure costs while increasing scale, utilization, productivity and
resource sharing in technical computing environments.

2 Throughpufi number of jobsompleted per unit of time




LSF Architecture

The IBM Platform LSHorovides resourcaware scheduling andonitoring capabilitieshroughits
highly scalableand reliablearchitecturewith built-in availability featureslts comprehensive set of
intelligent, policydriven schedulingapabilitiesenable full utilization oflistributed clustecompute
resources.TheLSF architecture is geared to addrésshnical computinghallengesdced byusers
as well as administratork.allows users to schedule complex workloddsugh easy to use
interfaceslt alsoallowsadministrators to managhared clusteresourcaup to petaFLORcale
while increasing application throughput, maintaining optimum performance levels and QoS
consisent withbusiness requirements and prioritesS F 6 s mo d u | aswunigae fatlei t e c t |
workload management needs of technical computing environtogpi®vidinghigher scalability
and flexibility; clearly separatinthe following key elements of jadrheduling and resource
management

e Policiesthat goverrexchange of load informatiomithin cluster nodeanddecision making for
placement of tasks

e Mechanisms for transparent remote executibscheduled jobs

e Interfacesthatsuppoting load sharing applicationand

e Performance optimization of highly scalabl®Capplications.

Thefollowing sectiondighlight the howLSFworks how users access various kieatureswhat
arethe coreelementf LSFand key associatddnctionality. It also coverthe LSF installation
architecture indicating wheeachLSF component is active within dusterand how it helpén job
scheduling and resource managentasks
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Figure 1: LSF Cluster Usage Model (source: IBM)

LSF Cluster UseModel

Individual compute resourcen technical computing environmerdse groupeadto one or more
clusterghataremanaged byBM Platform LSF Figure 1shows how a typical cluster is used and
the job management and resource managementplalgsd by different nodes inlé&s~enabled
cluster Onemachine in the clustas selected by LSRR s t h e nddeoamaster hodThe
other nodes in the clustact asslave nodes and can be usgdscheduling algorithm® execute
jobs.

Master Nodes:When thecluster nodes start upSF uses intelligenfaulttolerantalgorithms for
master node selection. During cluster operation, if the master nodé& &tlensures that another
node takes the place of the master, thus keeping the master node highly aaadathlster services
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accessible tosersat all times The master node plays a key role in resource management and job
scheduling. The jo scheduling decisions are governed by business priorities and policipshset u
the cluster administrator.

Users connect to @uster viaaclient and submit their joket thejob submission nodeAs these user
jobs queue up, thmaster decides where to dispatch the job for execution based on the resource
required and current availability of the resograeenong slave nodes.

Slave NodesEach slave machine inthe clusteric | ect s i t s oraheg tbadiinfoimatian S i
periodically andeports them back to the mast@etailed information ottheload index for each

node in the cluster is analyzaddusedfor scheduling decisions to reduoé turnaround timend

cluster throughput.SF hasuniquealgorithmsfor smartinformation disseminatioof theload index

and resource usage stata®ptimizecluster sckability and reliability These algorithmareproven

to scale up tahousands of nodes in a clustdhesemechanisms helipcrease shared resource
utilization andenabletechnical compute environmeritsmanageesourcalemand®fficiently.

Workload Execution: LSF has a remote execution component that starts or stops the jobs on the
assigned slave nod@nce the scheduled jobs completeslave nodeghe completion results and

job statusare communicated to the useE&F alsogenerates rep@bdn resource usaged detailed

job execution logsUsers are able to obtgiob executiorresults as if they werexecuting those oa
local nodeLSF frees the cluster users from having to decide which nodes are best for executing a
job while allowing @ministrators to set up policies for job execution logic that are best suited for
business needs.

LSF also provides options to checkpomjobthat isrunning on a slave nodmoveit to a different
slavenode and theresumeexecution This feature ca helpto temporarily suspendinning jots,

free up resources for any critical jobs dhenresume jobs from the last execution point instead of
having to restart them all oyehus improving cluster flexibility and utilization

LSF Components

This section gives an overview of some of the core components ofridStReir key role ifjob
scheduling and resource management functid®B.is a layer of softwargervices on top of UNIX
and Windows operating systems that creates a single pool of networked compute and storage
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Figur e 2: LSF Services- High Level architecture (source: IBM)

%Load Index: LSF defineslaad-indexf or each type of resource. Load index quantifies eac
resource, some possibilities are queue length, utilization, or the amount of free resource. Referendea ltiagiaharing facility for atge scale

heterogeneous system
http://cse.unl.edu/~lwang/project/Utopia_A%20Load%20Sharing%20fya6A20for%20Large,%20Heterogeneous%20Distributed%20Computer%20Syst
ems.pdf
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resourcesThislayered service model providasesouce management framework to allocate,
manage and usgustersas a single entityHigure 2). LSF takesjob requirementas inputsfinds the
best resources to run the jaichedules and executes j@rsl monitors its progress. Jobs always run
according ¢ host load and site policidsSF Base LSF Batch andLSF Libraries areits threebasic
componentsTogethertheyhelp in distributing work across existing heterogeneous IT resqurces
creating a shared, scalable, and féoiérant infastructure that dieers faster andnore reliable
workload performance.

LSF Baseprovides basic loadharing servicefor the clustesuch agesource usage information,
host selection, job placement advice, transparent remote execution of jobs and remote file options.
These services are provided throtigé followingsub-components:

Load Information Manager (LIM)

Process Information Manage?Il)

Remote Execution Server (RES)

LSF Baseapplication programming interfacARl)
e Utilities such asstools , Istcsh  andismake

LSF Batch extendd SF base serviceas providea batch job processing systatong withload
balancing and policdriven resource allocation contrdlo provide his functionality LSF Batch
usesghe followingLSF base services:

Resource and load information from LIM performload balancingctivities
Cluster configuratioimnformationand master LIM election serviéem LIM
RES for interactive batch job execution

Remote file operation service provided by RES for file transfer

LSF Libraries provideAPIsfor cluster application developetogetjob scheduling and resource
managemenfunctionality provided by LSF. There ate/o LSFlibrariesLSLIB and LSBLIB:

e LSLIB isthecorelibrary thatprovidesbasic workload managemesgrvices to applications
across ahared clusteaindis a runime libraryto easily develop load sharing applications

e LSLIB implements a high level procedural interface that allows applicatmmteract with
LIM and RES. The other library,SBLIB, is the batch library and firovides batch services
that arerequred tosubmit, control, manipulate, arglieue job®n cluster nodes

LSF Installation Architecture

LSF consists of a number of servers or daemon processes that run with root privileges on each
participating hostKigure3) in the cluster and a comprehensive set of utilities that are built on top of
the LSF API



LIM Load Information Manager (LIM) runs on every cluster node, monitors its load and reports load information
te LIM running on the master node. Master LIM (MLIM) collects information from all slave hosts running in
the cluster and provides the same information to the applications.

RES Remote Execution Service (RES) runs on every node in the cluster and accepts remote execution requests
providing fast, transparent, and secure remote execution of tasks.

PIM Process Information Manager (PIM) is started by LIM and runs on each node in the cluster. It collects
information about job processes running on the host such as CPU and memory used by the job, and reports
the information to sbatchd.

mbschd Master Batch Scheduler (mbschd) daemon runs on the master host. It makes scheduling decisions based on
job requirements, policies, and resource availability and communicates scheduling decisions to the mbatehd
daemon.

mbatchd Master Batch daemon (mbatchd) runs on the master host and is responsible for the overall state of jobs in

the system. Itreceives job submission and information guery requests. It manages jobs held in queues and
dispatches jobs to hosts as determined by mbschd.

shatchd Slave Batch daemon (sbatchd) runs on each slave host. It receives request to run the job from mbatchd and
manages local execution of the job. It is responsible for enforcing local policies and maintaining the state of
jobs on the host. It forks a child sbatchd for every job and exits when job is complete. The child sbatchd runs
an instance of RES to create the execution environment in which the job runs.

Figure 3: LSF daemons and their functions in scheduling & resource management (source: IBM)

There are multiple LSF processes running on each host in the cluster. The type badafum
processes running depead whether the host is a master hastomputeor slavehostor one of the
master node candidatas shown irFigure4.

On each patrticipating host a LSF cluster an instance of LIM ruasdexchanges load information
with its peers on other hosts aadlvisesapdications and associated tasks to determihieh hosts

are best for executioMultiple resources on each hastdthe resource demands of each application
are considerediLIM placement decisiondn additionto help LSF mak@lacement decisiong]M

also provides loadnformation tothose applicationthatmake their own placement decisions.
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Figure 4: Installation architecture with  various LSF processes running on different nodes in a LSF managed cluster (source: IBM)




Besides LIM,RESis anotheserveror daemoron each hosiRESprovides thanechanisms for

transparent remetexecution of arbitrary taskBypically, after placement advideas been obtained

from the LIM, a stream connection é&stablished between the local application and its remote task
throughRES on the targdtost This is followed byremote task initiationLSFsupports several

models of remote execution to meet theedse functional angerformance requirements of

applicationsA LIM and a RES run on every Platform LSF server host. They interface with the

host 6s operating syst dandependentgnvitvoemertfigueebshowa uni f c
sample job submission stefar regular as well as batch jobs that are run on a LSF enabled cluster
and various interactions between LSF components dthieéjgb submission and executigprocess.

Figure 5: Interactions between various LSF components duirng job submission and execution.

Figure 6: LSF Plug-in scheduler architecture (source: IBM)

Another unique architectural feature of LSF is that it allowdtiple scheduling policies coexist in

the same clusteFigure6 showsthe central component tdie LSF scheduling architecturéhe

plug-in schedulerthat provides support for multiple scheduling policleSF makes scheduling
decisions based on a flexible architecture that accommodates multiple scheduling approaches that
can run concurrdly and be used in combination, includingerdefined scheduling approaches
TheLSF scheduler plugn APl can be usgto customize existing scheduling policies or implement
new ones that camperate with existing LSF scheduler plimgmodulesThese custom scheduling
policies can influence, modify, or override LSF scheduling decisions empowering administrators to
modelthe job scheduling decisioasignedwith business priorities. The scheduler plag

architecture is fully external and modular; new scheduling policies can be prototyped and deployed
without having to change the compiled code of LSF.




